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Abstract. Because of the scattered nature of the Semantic Web, the existence of an integrated framework for storing, querying and managing distributed RDF data is of great importance. Already existing and widespread systems that share similar goals, like Jena and Sesame, do not appear to support distributed storage and retrieval of RDF data for the time being. In this paper we present a mechanism, based on Sesame that facilitates querying of distributed RDF repositories using the SPARQL protocol. This mechanism achieves to successfully retrieve requested RDF data; at the same time it aggregates web-distributed ontological knowledge in an attempt to exploit potential inferences, a fundamental aspect of the Semantic Web. We present its architecture and the method used for the analysis of SPARQL queries, trying to implement retrieval of RDF data in an optimized way.
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1 Introduction

Resource Description Framework (RDF) [10] and its related technologies appear in the core of the Semantic Web technologies stack. As a means to describe web resources in a consistent manner, RDF can be of great value in representing, unifying and possibly interpreting information hidden in disparate databases, information management systems and portals. This kind of description is for example greatly valued in the manipulation and interoperability of metadata and information about resources stored and disseminated through digital libraries.

Since RDF descriptions have become commonplace in such scenarios, the need for their management, maintenance and exploitation has risen to spawn the development of integrated software systems known as RDF repositories. Such systems typically allow for the efficient administration of RDF data lifecycle, their preservation and most importantly, their querying in data-intensive contexts. Amongst the most prominent, Sesame [3] and Jena [11] appear dominant in production as well as research-driven applications.
Although the development of RDF repositories comes with the notion of coping with the scattered nature of web descriptions, it is inevitable that the simultaneous existence of multiple such repositories leads to the standard information integration problem; that is, the transparent treatment of distributed RDF data hidden now inside disparate repositories. This condition becomes even worse when reasoning about RDF information is to be considered, which is a rather complex process, since it may involve the combination of triples stored in arbitrary sources that ultimately form the distributed knowledge.

In this paper we therefore suggest a mechanism that achieves distributed querying of RDF(S) repositories, a feature not currently supported by any of the related systems. This method builds around a *mediate* repository that attempts to fetch and store from each remote system only the most relevant triples to each particular query.

In addition and when reasoning is to be taken into account, we show how, through a careful preprocessing of the query we may avoid fetching unnecessary triples that would not contribute to the distributed knowledge whatsoever. In this way we suggest a method towards the optimization of RDF distributed querying when reasoning is involved.

At the same time, when inferences are not required, possibly in need of rapid results to massive querying, this method exhibits desirable scaling behavior: These triples are fetched that are exactly the ones to participate in the query evaluation, a quite time-consuming process if conducted against each remote repository separately.

The rest of the paper is organized as follows: In section 2 we mention some of the most popular query languages for RDF as well as some existing frameworks supporting them. Section 3 deals with the mechanism that was developed for querying distributed RDF repositories, presenting its architecture and its particular techniques used for achieving its main purpose in an optimized way. In section 4 we detail the implementation process by showing some results, whereas in the last section we present the derived conclusions and possible future work.

## 2 Background

The mechanism’s development is based on a kind of analysis of the RDF query language SPARQL [14]. SPARQL is a W3C recommendation which has borrowed many elements from previous existing RDF languages. It fulfills all requirements stated in [6] as being necessary in order to query RDF data, like compositionality, schema awareness, optional path expressions and datatyping. The results of SPARQL queries can be result sets or RDF graphs.

Generally speaking, the most prominent query languages are those that were conceived as first generation tryouts of RDF querying, with little or no RDF-specific implementation and use experience to guide design, and based on an ever-changing set of syntactic and semantic specifications [8]. Many of these languages were created having in mind SQL, so they share many features in common. Some languages of this kind are RDQL[12], RQL[9] and of course SeRQL[5], the fundamental query language of the RDF framework Sesame. Because RDQL and RQL are first generation languages, they seem to be less powerful than, for example, their successor
SeRQL. As far as SeRQL and SPARQL are concerned, they appear to share many features in common. However, our preference to use SPARQL as a basic query language for our mechanism came from its substantially improved structure related to older languages of this kind, plus the fact that SPARQL is an official W3C recommendation.

SPARQL is fully supported by both Jena and Sesame. These open source systems offer full reasoning for the semantic extension of RDF, RDF Schema (RDFS) [2], and many different ways for storing RDF data. They evaluate queries against local or remote repositories, but they do this only for a single storage each time. They are not able to query distributed RDF data and so they lack the essential ability to infer new knowledge by combining distributed information.

Sesame forms the base of our mechanism, too. It is a mechanism that allows querying at the RDF Schema level. It makes use of a forward-chaining inference engine to compute and store the closure of its knowledge base [4]. Whenever a transaction adds data to the repository, the inferencing algorithm applies RDF Model Theory entailment rules in an optimized way, making use of the dependencies between them to eliminate most redundant inferencing steps. Furthermore, Sesame’s modular architecture allows for an easy combination of different repositories, using a standardized repository access API called SAIL. The modularity of Sesame’s architecture and its proven scalability are two of the most important features that encouraged our choice to use this particular system as our mechanism’s basis.

Beyond the actual storage system that may be used in the backend, it seems that a number of applications that use multiple RDF sources in practice have been developed, such as the DOPE Project (Drug Ontology Project for Elsevier) [13] which accomplishes integration of information in a customized way. Moreover, Kowari – another storage and retrieval system for RDF – appears to offer a kind of querying capabilities over multiple sources. Its basic drawback, though, is that it doesn’t provide data independence, as the target repositories for such a distributed querying process must be explicitly defined, so it requires the users to know in advance where to get certain information.

Another related attempt is the development of a distributed storage and query infrastructure on top of Sesame, mentioned in [1]. This system extends Sesame in terms of a mediator component that provides centralized access to a collection of local and remote sources, but it doesn’t offer inferencing capabilities, a requirement that constitutes the main objective of our mechanism.

3 A Technique for Distributed RDF Querying

Our query mechanism has two main features: the first one is that it queries distributed RDF repositories and retrieves data that may be combined in order to infer new RDF statements. The basic idea is to retrieve utilizable data from remote repositories and not just simple query results. Its second feature is that in order to achieve this data retrieval, our mechanism employs a preprocessing method that analyzes a query into smaller parts and retrieves statements according to this analysis.

1 http://www.kowari.org
The preprocessing method exploits the basic structure of RDF data. RDF, in order to describe resources provides a simple tuple model, \(<S,P,O>\). The interpretation of this statement is that subject \(S\) has property \(P\) with value \(O\), where \(S\) and \(P\) are resource URIs and \(O\) is either a URI or a literal value. This simplified approach of knowledge expression, namely triples, is handled in an efficient way so as to achieve optimization of query processing of RDF data.

The architecture and the main processing phases of our mechanism are described in the sections that follow. We detail the query analysis method and the data retrieval method, as these phases play an essential role in the optimization of our query processing technique.

### 3.1 Architecture

The basic architecture of our SPARQL query mechanism is composed of a central storage system where all retrieved RDF triples are gathered and a central processing system which facilitates the communication with remote repositories (Fig. 1).

![Fig. 1. Architecture of the SPARQL query mechanism for distributed RDF repositories. Central Processing System is divided into smaller, interconnected subsystems, each playing a fundamental role in the query evaluation process.](image)

The processing system has, among others, the essential role of analyzing any query into smaller parts, as well as that of retrieving data from each remote repository, according to each resulting part. As a final step, it has to evaluate initial query against the central, local RDF repository.

The query is given as a string in a text box of a simple user interface and is passed to the central processing system through an HTTP connection. All necessary information, needed to establish connection to the available Sesame servers and RDF
repositories, is kept in a XML file, which is parsed by the corresponding mechanism in the central processing system.

3.2 Processing Phases

The basic idea of our mechanism is not just to fetch query results from each remote repository but to retrieve from them all the triples that take part in the formulation of final results. This kind of approach gives us the opportunity to combine distributed knowledge and obtain new inferred RDF statements.

The first step is focused on establishing the connection with every available remote RDF repository (see Fig. 2). Afterwards, a query preprocessing is done, according to a method that involves a kind of syntactic analysis of query strings and their breaking into separate triple patterns and is detailed in section 3.3. Following this analysis, from each remote repository we retrieve RDF statements that adhere to these obtained triple patterns. All retrieved statements are placed in a central, local RDF repository, that also supports reasoning about RDFS. The central repository is emptied every time a new query evaluation is taking place. As soon as all RDF triples have been gathered from all available repositories, evaluation of the initial query follows. Evaluation is done against central repository’s data, producing final results.

The motivation of our query analysis approach is better explained through the following example, shown in Fig. 3 and Fig. 4.

If we request all super-properties of \(<subjectA>\), then, by evaluating such a query against each repository separately and by merging the results, we would get nothing more than single entities answering to the initial query, namely \(<objectA1>\), \(<objectA2>\) and \(<objectB4>\) which cannot be further utilized (Fig. 3).

If we try, instead, to retrieve from each remote repository, not just the results, but statements that take part in the formulation of the results, the evaluation of the initial query against the central repository leads to the acquisition of new data, namely to new inferred information. Hence, in the following example, it is due to this analysis that we end up to obtain two extra statements, talking about super-properties of other entities. Furthermore, the central repository’s capability to reason about RDF data leads to the proper combination of distributed data and to the disclosure of possible
“hidden” knowledge. As shown in Fig. 4, final answers to the example’s initial query come from some extra information, apart from explicitly stored objects.

---

**Fig. 3.** Example of objects retrieved during a query evaluation against each of the three available distributed RDF repositories.

**Fig. 4.** Example of triples retrieved during a query evaluation against three distributed RDF repositories, using a central, local repository as an immediate store.

### 3.3 Query Analysis and Optimization

Query analysis is based on the idea that SPARQL queries are composed of one or more triple patterns, which create a graph pattern. A triple pattern is a RDF triple of the type \(<S, P, O>\) having the difference that some of its terms may have been replaced by variables. The objective of a query is to obtain results that match each triple pattern stated in its graph pattern. Hence, the main goal of the analysis is to recognize triple patterns found in a query’s main body and retrieve RDF statements adhering to these patterns.

As shown in Table 1, where the structure of a SPARQL query is described, triple patterns are located in the fourth field of the query, namely in the WHERE clause. Therefore, analysis is focused in this particular field. It is also necessary to analyze the first field, the prologue, where all used base and prefix URIs are stated.

In the current phase of query analysis, we consider optional matches as obligatory, whereas we ignore any restriction imposed on retrieved data, stated by the keyword...
FILTER. The first consideration has to do with our demand to avoid losing any possible utilizable information. As far as filter constraints are concerned, they mainly refer to the matching of data to certain numeric or string values: although these values would have restricted us to the retrieval of fewer RDF triples, the consideration of filter constraints can be rather time consuming, when applied to each repository separately. Finally, we don’t take into account possible use of datasets, as this feature of SPARQL can’t be utilized yet in a way that could benefit our mechanism.

Table 1. Structure of SPARQL query.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1. Prologue (optional) | BASE <iri>  
PREFIX prefix: <iri> (repeatable) |
| 2. Query Result Forms (required) | SELECT (DISTINCT) sequence of variable  
SELECT (DISTINCT) *  
CONSTRUCT (graph pattern)  
ASK  
DESCRIBE sequence of variable or <iri>  
DESCRIBE * |
| 3. Query Dataset Sources (optional) | Add triples to the background graph (repeatable):  
FROM <iri>  
Add a named graph (repeatable):  
FROM NAMED <iri> |
| 4. Graph pattern (optional, required for ASK) | WHERE (graph pattern [FILTER expression]) |
| 5. Query results ordering (optional) | ORDER BY * |
| 6. Query results selection (optional) | LIMIT n, OFFSET m |

By treating each query as a simple string, our method starts its analysis by searching the prologue field in order to find used URI bases and prefixes, which are necessary for later steps. We continue by analyzing the WHERE clause so as to find the stated triple patterns. Triple patterns are written as a whitespace-separated list of subject, predicate and object and the process of breaking them into smaller pieces is relatively complicated and based on the specification of SPARQL. The detailed description of this process is beyond the scope of this paper.

Following some simple rules and restrictions we reach to a point where each triple pattern found in the query’s graph pattern has been isolated and seen as an individual triple with a subject, a predicate and an object. The RDF statement retrieval is done according to these obtained triple patterns.

3.4 Data Retrieval

As mentioned above, a triple pattern is just a RDF triple (\langle S,P,O \rangle) where some of its terms may have been replaced by variables. Another option for these terms is to be blank nodes or either to have a certain value (e.g. a URI or a literal). The data
retrieval method depends on whether or not inferred statements are requested to be included in the results, as well as on the type (variable, blank node, URI or literal) of the terms found in the triple patterns.

When concrete values (URI or literal) are used for triple terms, and provided that no inferencing is required, then we retrieve RDF statements that match these given values. When, instead, a triple term is represented by a variable or a blank node, we translate it as having to retrieve triples with any value at this particular place.

When inferencing constitutes the main objective of a query, data retrieval is done in a slightly different way. In this case, for each term found in a triple pattern of the query, we initially define its role (subject, predicate or object) and then we seek statements matching its value for this particular role. We also retrieve inferred statements related to this term. That means that we retrieve data in a way that ignores combinations of a certain subject-predicate-object triple. Instead, each term is treated as a separate entity and the retrieval process adheres only to this term’s restrictions. Obviously, terms represented by variables or blank nodes are excluded, as they are seen as entities which can take “any value”.

<table>
<thead>
<tr>
<th>Table 2. Triples stored in each repository.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sesame Server 1</strong></td>
</tr>
<tr>
<td><strong>Repository A</strong></td>
</tr>
<tr>
<td>ex:Animal rdf:type rdfs:Class</td>
</tr>
<tr>
<td>ex:Bear rdfs:subClassOf ex:Mammal</td>
</tr>
<tr>
<td><strong>Repository B</strong></td>
</tr>
<tr>
<td>ex:BearBear rdfs:subClassOf ex:Bear</td>
</tr>
<tr>
<td><strong>Sesame Server 2</strong></td>
</tr>
<tr>
<td><strong>Repository C</strong></td>
</tr>
<tr>
<td>ex:Mammal rdfs:subClassOf ex:Animal</td>
</tr>
<tr>
<td>ex:Fish rdfs:subClassOf ex:Animal</td>
</tr>
<tr>
<td>ex:Still rdfs:subClassOf ex:Animal</td>
</tr>
<tr>
<td><strong>Repository D</strong></td>
</tr>
<tr>
<td>ex:PolarBear rdfs:subClassOf ex:Bear</td>
</tr>
<tr>
<td><strong>Sesame Server 3</strong></td>
</tr>
<tr>
<td><strong>Repository E</strong></td>
</tr>
<tr>
<td>ex:Salmon rdfs:subClassOf ex:Fish</td>
</tr>
<tr>
<td>ex:PolarBear ex:colour &quot;white&quot;</td>
</tr>
<tr>
<td>ex:BearBear ex:colour &quot;brown&quot;</td>
</tr>
<tr>
<td>ex:PolarBear ex:eat ex:Seal</td>
</tr>
<tr>
<td>ex:BearBear ex:eat ex:Salmon</td>
</tr>
<tr>
<td>ex:BearBear ex:eat ex:Money</td>
</tr>
<tr>
<td>ex:PolarBear ex:weight &quot;600&quot; &quot;xsd:integer</td>
</tr>
<tr>
<td>ex:BearBear ex:weight &quot;250&quot; &quot;xsd:integer&quot;</td>
</tr>
</tbody>
</table>

**Use Cases and Results**

Based on Sesame’s available API for storing RDF data and querying local and remote RDF repositories, our SPARQL query mechanism exploits all Sesame features related to reasoning about RDFS data. In this section we show a use case which demonstrates how this mechanism extends RDFS inferencing capabilities in distributed repositories.
We tested our mechanism using five different RDF repositories, located in three Sesame servers. Each repository’s content was carefully chosen so that, if seen in combination with the stored triples in the other repositories, new RDF statements could be inferred. The distribution of RDF data in the available repositories is shown in Table 2. In this table, RDF data are represented as triples in their short form, using prefixes defined as follows:

1. prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
2. prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>
3. prefix ex: <http://anemos.sesameweb.org/ex#>
4. prefix xsd: <http://www.w3.org/2001/XMLSchema#>

A more detailed look in the content of available repositories shows that a combination of their data implies a simple hierarchy of Animal class, as depicted in Fig. 5.

![Fig. 5. Hierarchy of the Animal Class](image)

To show our mechanism’s special features in combining distributed knowledge, we evaluated a query for the simple case where no inferencing is required. We did the same when inferred statements is asked to be included in the formulation of the final results. In the next paragraphs we comment on the results.

Our first example query requests the projection of all possible superclasses of PolarBear class and is structured as follows:

```sql
PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#>
PREFIX ex:<http://example.org/ex#>
SELECT DISTINCT ?class
WHERE {ex:PolarBear rdfs:subClassOf ?class }
```

In the first case, where inferred statements are excluded from the query evaluation, the only answer we take is that PolarBear is subclass of Bear. Taking a detailed look at repositories’ contents in Table 2, we indeed see that the only information about PolarBear superclasses is given in Repository D. The latter contains only one statement which corresponds to the necessary answer. No other repository contains explicit information about superclasses of PolarBear.
As a second step, we evaluate the previous query but this time we request the participation of inferred statements in the results. The answers we take contain some extra objects due to the effects of the reasoning process. Therefore, beyond the obvious result that Bear is superclass of PolarBear, we get the extra information that PolarBear is also subclass of Mammal and Animal, as shown in the Table 3. This is because in Repository A there is a triple stating that Bear is subclass of Mammal, whereas in Repository C we find the information that Mammal is subclass of Animal class. The combination of these three triples explains the final answers.

The fact that the results also contain the information that PolarBear is subclass of Resource and of itself comes from RDFS rules, stating that every class is subclass of itself and of Resource class.

<table>
<thead>
<tr>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://example.org/ex#Bear">http://example.org/ex#Bear</a></td>
</tr>
<tr>
<td><a href="http://example.org/ex#Mammal">http://example.org/ex#Mammal</a></td>
</tr>
<tr>
<td><a href="http://example.org/ex#Animal">http://example.org/ex#Animal</a></td>
</tr>
<tr>
<td><a href="http://example.org/ex#PolarBear">http://example.org/ex#PolarBear</a></td>
</tr>
<tr>
<td><a href="http://www.w3.org/2000/01/rdf-schema#Resource">http://www.w3.org/2000/01/rdf-schema#Resource</a></td>
</tr>
</tbody>
</table>

A more complicated example, asks for the projection of the animal class, its corresponding weight and nominated food class as well as of all possible superclasses of the latter, restricting the results to those animals weighting less than a certain number. This query can be stated as follows:

```
PREFIX ex:<http://anemos.sesameweb.org/ex#>
SELECT DISTINCT ?animal ?weight ?food ?subClass
   OPTIONAL {?food rdfs:subClassOf ?subClass}.
   FILTER (?weight < 500)  }
```

Results, in the first case, when no inferencing is asked, correspond to the repositories explicit information, as shown in Table 4 (triple terms are depicted in their short form).

In the second case where inferred statements are taking part in the query process, results differ, as they contain new knowledge about superclasses of Salmon class, coming from the combination of data located in the other repositories (Table 5). Hence, new results inform us that Salmon is also subclass of Animal class, based on information coming from Repository C: Fish, an explicitly stated superclass of Salmon, is also subclass of Animal.

In this example, it is important to mention that results are indeed correct and complete, as optional matches and restrictions on numeric values were taken into account, omitting information about PolarBear class that has a weight value that is more than the requested one. These limitation conditions, as described earlier, are omitted during the phase of query analysis and data retrieval, but are always included in the last phase of query evaluation against the central repository. Therefore, our
choice to exclude them from the preprocessing phase in order to avoid extra overhead seems to have no negative effect in the final results.

Table 4. Results of the second query, where inferred statements are excluded from the results.

<table>
<thead>
<tr>
<th>class</th>
<th>Weight</th>
<th>food</th>
<th>subClass</th>
</tr>
</thead>
<tbody>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Salmon</td>
<td>ex:Fish</td>
</tr>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Honey</td>
<td>-no binding-</td>
</tr>
</tbody>
</table>

Table 5. Results of the second query, where inferred statements are included in the results

<table>
<thead>
<tr>
<th>class</th>
<th>Weight</th>
<th>food</th>
<th>subClass</th>
</tr>
</thead>
<tbody>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Salmon</td>
<td>ex:Fish</td>
</tr>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Salmon</td>
<td>rdfs:Resource</td>
</tr>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Salmon</td>
<td>ex:Salmon</td>
</tr>
<tr>
<td>ex:BrownBear</td>
<td>&quot;250&quot;xsd:integer</td>
<td>ex:Honey</td>
<td>-no binding-</td>
</tr>
</tbody>
</table>

5 Conclusions and Future Work

RDF distributed querying appears to be of crucial importance, having in mind the scattered nature of web resources descriptions. To this end, we have shown how distributed query answering can be achieved, in multiple RDF repositories. We have done so following a standards based approach, namely adopting the recent W3C standard SPARQL as querying protocol.

In addition, care has been shown on how to treat queries that involve reasoning as well. In this case, we have suggested a concrete preprocessing technique that amounts to a careful lexical analysis of the query and aims ultimately at the optimization of the response by amortizing related overheads, such as fetching and reasoning times.

As a proof of concept, a web-based querying mechanism has been developed, building upon and extending Sesame. Taking advantage of this service, we have presented a series of results that clearly demonstrate the potential of our method. At the same time this mechanism can be seen as enabling for richer interfaces that can be used in querying and harvesting metadata from distributed repositories and digital libraries. In particular, by gathering, combining and querying distributed information in a transparent way, it contributes in communicative interoperability of such digital stores. Furthermore, possible applied inferencing, leads to implied associations and information, thus gaining in the field of semantic interoperability.

Potential improvements to this approach may involve: first, the in-depth exploration of the various overheads occurring during the querying process, in an attempt to devise an upper bound on the optimization that is possible to be achieved; second the implementation and support for more expressive Semantic Web languages, namely OWL, a situation where reasoning-based query analysis will be even more subtle and demanding.
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